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1. Introduction
The World Wide Web has the potential to become a
primary source for storing and accessing linguistic
data, including data of the sort that are routinely
collected by field linguists. Having large amounts of
linguistic data on the Web will give linguists, indi-
genous communities, and language learners access to
resources that have hitherto been difficult to obtain.
For linguists, scientific data from the world’s lan-
guages will be just as accessible as information in
on-line newspapers. For indigenous communities, the
Web will be a powerful instrument for maintaining
language as a cultural resource. For students and
educators, a new tool will be available for teaching
and learning minority and endangered languages. For
linguists in particular, having linguistic data on the
Web means that data from different languages can be
automatically searched and compared. Furthermore,
the Web would provide ready computational resources
for the development of machine translation and other
multilingual tools.

However, simply posting massive amounts of
linguistic data is not sufficient. Rather, the data and
the various encoding schemes in which they are
represented need an explicit semantics. What we
envision is a data model that goes far beyond that of
the Web as we know it today, but which is consistent
with what has come to be known as the Semantic
Web (Berners-Lee, Hendler, and Lassila, 2000). Once
Web data have a universally recognized semantics,
efficient tools can be created that will benefit all users.
Moreover, communities of practice, groups with
common goals and needs, can be expected to form
around common tools, resources and encoding stand-
ards. We have taken the first step toward the creation
of a linguistic community of practice by beginning
work on a General Ontology for Linguistic Descrip-
tion (GOLD), as part of a larger effort to create
domain-specific ontologies connected to an upper
ontology known as SUMO (see http://ontology.
teknowledge.com).

Ontologies are central to the architecture of the
Semantics Web, since they provide the basis for
automated reasoning in a domain by declaring what
entities exist and what kinds of relations hold
between those entities. Such reasoning is enabled by
markup languages, specifically the eXtensible Markup
Language (XML) (see http://www.w3.org/XML/)
and its extensions, including the Web Ontology Lan-
guage (OWL) (see http://www.w3.org/2001/sw/),

much in the way that HTML currently enables the
display and linking of Web documents.

It is not necessary to adopt any particular linguistic
theory in order to use GOLD or any other properly
designed linguistic ontology. It only requires under-
standing what terms mean, and what can be inferred
from their use in particular contexts, something that
linguistics students are already routinely trained to
do. In order to post, retrieve and analyze data on the
Semantic Web, an ontology is needed that integrates
different theories and terminologies. For example, if
one data set contains the term ‘Class 1’ and another
uses the combination of terms ‘Human’ and ‘Singu-
lar’, both referring to a noun class representing
human individuals, then these two data sets can be
equated by intelligent Web agents.

2. Creating a linguistic ontology
Creating a comprehensive ontology that can be useful
to the future linguistic community of practice is a
daunting task, even with the help of a broad upper
model such as SUMO. We organize linguistically
related concepts into four major domains: expres-
sions, grammar, data constructs, and metaconcepts. In
the next two subsections, we discuss our approach to
expressions and grammar. Here we comment briefly
on the other two domains.

Data constructs are constructs that are used by
linguists to analyze language data, such as paradigms,
lexicons and feature structures. We include data
constructs because we need to relate disparately
structured data resources using the ontology, for
example, the relationship between the concept
LEXEMEEXEME in a lexicon to that of STEMTEM in a paradigm.
Metaconcepts are the most basic concepts of linguistic
analysis, including language itself. Historically, lin-
guists have had difficulty agreeing on what language
is, undoubtedly because of the many ways in which
language can be viewed. Every introductory linguis-
tics text book has a definition of sorts and most
linguists if pressed could come up with one. Without
a working concept of language, an ontology cannot be
used to describe and compare data from all of the
world’s languages. Since our primary aim is to
compare data, we have defined a language as the
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set of data associated with a common grammatical
pattern. Despite this inadequate and certainly contro-
versial characterization of language, the definition
allows us to move ahead. What is perhaps more
crucial is that, in GOLD, language is related to the
concept HUMANUMAN in a precise way: Humans produce
language, and the elements of language mean,
express, embody, realize, code, represent, or symbol-
ize something else (Payne, 1997, 6). Hence, language
is representational which is expressed as a founda-
tional axiom in GOLD.

We use two strategies in the construction of GOLD.
One is bottom-up; we survey the properties of specific
languages to ensure that the ontology has sufficient
coverage. The other is top-down; we represent gen-
eral, widely accepted linguistic universals, for exam-
ple the relationship between closed- and open-class
expressions and the fact that all languages have
words that refer directly to instances of PHYSICAL-HYSICAL-

OBJECTBJECT. The goal is to represent the cumulative
knowledge of well trained and broadly experienced
professional linguists, who know about both individ-
ual languages and universals.

2.1 Expressions
By expressions, we refer to the physically accessible
aspects of language, for example the printed words
you are reading on this page and the sounds
produced when you speak. SUMO already contains
the basic segmental notions such as WORDORD, PHRASEHRASE

and SENTENCEENTENCE subsumed under LINGUISTICINGUISTICEXPRES-XPRES-

SIONSION. We have refined the concept by including under
it WRITTENRITTENLINGUISTICINGUISTICEXPRESSIONXPRESSION and SPOKENPOKENLIN-IN-

GUISTICGUISTICEXPRESSIONXPRESSION. Informally, WRITTENRITTENLINGUIS-INGUIS-

TICTICEXPRESSIONXPRESSION is the class of content bearing objects
whose members make up the symbol set of a
WRITTENRITTENLANGUAGEANGUAGE. Such linguistic symbols are
non-abstract, non-mental things in the world such as
strings of characters. The concept SPOKENPOKENLINGUISTICINGUISTIC

EXPRESSIONXPRESSION includes the sounds of a SPOKENPOKENLAN-AN-

GUAGEGUAGE. Instead of being subsumed under OBJECTBJECT,
these spoken forms are subsumed under PROCESSROCESS in
SUMO. The resulting partial taxonomy is shown in
(1). (Note: tabs represent the subclass relation.)

(1) Upper taxonomy for expressions in SUMO/
GOLD

Entity

Physical

Object

SelfConnectedObject

ContentBearingObject

Icon

SymbolicString

Character

OrthographicString

WrittenLinguisticExpression

Process

ContentBearingProcess

SpokenLinguisticExpression

The relationship between a WRITTENRITTENLINGUISTICINGUISTIC

EXPRESSIONXPRESSION and a SPOKENPOKENLINGUISTICINGUISTICEXPRESSIONXPRESSION

is denoted by the EQUIVALENTEQUIVALENTCONTENTONTENTCLASSLASS pre-
dicate with no commitment as to which concept is
logically prior. Since our immediate goal is to apply
GOLD to reasoning on the Semantic Web, we have
chosen to focus on WRITTENRITTENLINGUISTICINGUISTICEXPRESSIONXPRESSION.
Future versions of GOLD will include phonetics and
phonology and will necessarily include a complete
characterization of SPOKENPOKENLINGUISTICINGUISTICEXPRESSIONXPRESSION.
A partial classification of written segments is provi-
ded in (2).

(2) Taxonomy of written segments in GOLD

WrittenLinguisticExpression
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SimpleWordPart
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Word
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The segments in (2) are adequate to describe most
written phenomena that we have encountered in the
domain of morphosyntax. In particular, we do not want
to proliferate categories of segments by creating new
ones for each language. For example, the category
SUFFIXUFFIX does not subsume any other language-specific
category such as WARUMUNGUARUMUNGUSUFFIXUFFIX or ENGLISH-NGLISH-

SUFFIXUFFIX. Our analysis of segments is based on the rigid
mereological and positional properties of symbolic
strings. That is, we classify the segments according to
which ones are part of another and where those parts
are located in relation to the whole. For instance, a
segment at the terminus of a Word will be classified as a
Suffix if that string is part of the inventory of morphe-
mic segments in some language. Mereological relation-
ships between segments are specified by axioms
such as ‘‘a stem has a root as one of its parts’’, express-
ible in a suitable markup language such as OWL.

2.2 Grammar
By grammar, we refer to the abstract properties and
relations of language, the domain that is of primary
interest to linguists. To say we model grammar
conceptually is tantamount to saying that we account
for the very nature of language, a pursuit that has
been going on for millennia and has yet to reach its
goal. We are not making such grand claims nor are we
proposing a new unified theory of grammar. Rather,
we are simply proposing a framework in which
individual grammatical phenomena and the various
theories of grammar can be compared and related,
and that can facilitate automated reasoning. Even in
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these terms, modeling grammar is no small task. As a
starting point, we have chosen to focus on the domain
of morphosyntax.

We propose that anything expressed by a gram-
matical system be represented by the concept GRAM-RAM-

MATICALMATICALCATEGORYATEGORY. Using a traditional metaphor,
conceptual space is ‘carved up’ or ‘discretized’ by
morphosyntactic and other grammatical categories
(Payne, 1997, 51). Grammatical categories exist as
internal properties of a language yet have a clear
connection to reality or at least how reality is
conceptualized. Essentially, we agree with Pollard &
Sag (1987) regarding the relation between realism and
conceptualism; they assume that grammatical categ-
ories represent information. We remain agnostic as to
whether those categories arise from features of the
external world (nominalism), features of the organism
(conceptualism), abstract features (realism) or combi-
nations thereof. For example, the morphosyntactic
feature <Number singular> that describes a gram-
matical number property of some linguistic expres-
sion often implies that the physical object described
by the linguistic expression has a cardinality of one,
regardless of whether the users of the language
conceptualize that object as such.

Grammatical categories are not physically accessible
like linguistic expressions. The conceptual or abstract
nature of the grammatical categories leads to some
difficulty in both describing individual grammatical
systems and comparing across them. As a concept,
GRAMMATICALRAMMATICALCATEGORYATEGORY is on the same ontologi-
cal level as the concepts COLOROLORATTRIBUTETTRIBUTE and
SHAPEHAPEATTRIBUTETTRIBUTE. An analogy using one of SUMO’s
preexisting categories is REDRED is to COLOROLOR as PASTPAST is to
TENSEENSE. However, whereas COLOROLOR is an attribute of
physical objects, TENSEENSE is an attribute of a (construct of
a) grammar, a conceptual or abstract object.

The morphosyntactic categories that we are inter-
ested in at this stage of the project are the ones
commonly discussed in typology and morphology
texts. A preliminary listing of some of these categories
is given in (3).

(3) Some grammatical categories
Tense Number Voice Valence

Mood Person . . . Word Class

Aspect Case . . .
Agreement

In order to classify two or more of the categories in (3)
under a single concept, it is necessary to develop
axioms that can be used to form subcategories. While
it may be intuitively clear that TENSEENSE and ASPECTSPECT can
be subsumed under one category, without an axiom
to this effect, the grouping cannot be used for
automated reasoning. The criteria we used for group-
ing grammatical categories are based, not on the
morphosyntactic behavior of expressions which var-
ies widely from language to language, but on what
kinds of ontological entities they represent. So, for
example, we are able to conflate TENSEENSE and ASPECTSPECT

in a common subcategory since they concern the

category PROCESSROCESS as a whole as opposed to a category
like ANIMATENIMATE that refers to some participant in a
process. Essentially, we are agreeing with Greenberg
(1963), Bybee (1985), Talmy (2000), and others who
have shown that there is a relation between grammat-
ical categories and certain non-linguistic categories,
OBJECTBJECT, PROCESSROCESS, QUALITYUALITY, and SITUATIONITUATION, that are
part of the upper ontology. In short, our criteria for
categorizing grammatical phenomena are based on
what is most relevant to representing the semantics of
linguistic expressions. Put another way the ontology is
a tool for describing grammar in terms of meaning.

3. Related work
GOLD is the first ontology being designed specifically
for linguistic description on the Semantic Web. Two
types of projects, however, have provided inspiration
for the development of GOLD. First are typology
projects that bring together large bodies of language
data, such as Autotyp (Bickel & Nichols, 2002), the
Typological Database Project (Monachesi et al., 2001),
and WALS (Dryer et al., forthcoming). We see the role
of such typological databases as providing quality
control for the information about grammatical struc-
ture that will become increasingly available over time.
Web access would make these resources maximally
beneficial to the linguistic community. But without a
central resource such as GOLD, such databases will
become increasingly opaque to outside comparison.
Thus, GOLD can act as a kind of lingua franca for the
linguistic data community provided that data pro-
viders are willing to map their data to GOLD or to
some similar resource. What separates GOLD from
other computer-based typology projects is that it is
based on the principles of knowledge engineering.
That is, domain knowledge is made maximally
explicit in a knowledge representation language,
enough, for example, to apply the power of an expert
system to reason about language data and to apply
the accumulated knowledge of a well-trained linguist.

Our second sources for inspiration are the lexical
and ontological projects that are being developed for
computational linguistics and natural language pro-
cessing (NLP). While not a formal ontology, WordNet
(Fellbaum, 1998) is a lexical resource that is rich
enough to be considered alongside actual ontologies.
WordNet contains an extensive taxonomic and mere-
ological structure which could be regarded as a kind
of ‘proto-ontology’. Although Gangemi et al. (2002)
demonstrate that a substantial transform of Word-
Net’s upper categories is needed in order for it to be
used directly as an ontology, every noun and verb in
WordNet has now been mapped to categories in
SUMO (see http://ontology.teknowledge.com). Other
linguistically motivated ontologies have a substantial
presence in computational linguistics and NLP. The
most comprehensive such ontology to date is the
Generalized Upper Model (GUM) (Bateman et al.,
1994). GUM is designed at ‘‘a level of abstraction
midway between surface linguistic realizations and
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‘conceptual’ or ‘contextual’ representations’’ of nat-
ural language (Bateman, 2001). As such, GUM is
intended to be used for NLP tasks, in particular
language generation, and not for general reasoning,
although it does have many categories in common
with GOLD. Its categories and relations are linguis-
tically motivated in that they include only those
concepts necessary for processing language but par-
tially conform to the organization of knowledge in
general. For example, it includes the mereological
concepts necessary to process a sentence like gravel is
an ingredient of concrete and concepts such as NameOf
necessary for interpreting sentences such as the ship is
called Knox. Thus, GUM is an attempt at an interme-
diate level of abstraction bridging the gap between
linguistic and non-linguistic knowledge. Most
recently the WonderWeb Project described in Masolo
et al. (2002) attempts to bring together a number of
ontologies for natural language processing on the
Semantic Web. One of these is the Descriptive
Ontology for Linguistic and Cognitive Engineering
(DOLCE), which focuses on the categories ‘‘underly-
ing natural language and human commonsense’’
(Gangemi et al., 2002, 2). These resources, then, were
developed primarily for NLP. GOLD, however, is an
attempt to merge a rich knowledge of language and
language data with the extra-linguistic knowledge
already encoded in SUMO–all this for the primary
purpose of reasoning about the wide variety of the
world’s language structures and not as a tool for
processing English or Spanish texts.

We see GOLD then as a solution to the shortcom-
ings of both typological database projects, namely the
lack of interoperability with other projects, and
projects designed specifically for NLP applications,
which have traditionally not focused on linguistic
data per se. The development of GOLD as a part of
the Semantic Web is a logical next move that will both
foster cooperation among linguists, indigenous com-
munities, and language educators, and insure that
crucial language data are not lost.
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